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Linux 

• Environment Variables are system wide variables  
• $SHELL, $HOST, $USER  

 

• Type “env” or “printenv” in terminal to see all 
“printenv VAR” will display the value of $VAR  
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Slurm Workload Manager 

• Originally “Simple Linux Utility for Resource 
Management” – open source cluster manager / job 
scheduler 
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Picotte Basics 

• https://proteusmaster.urcf.drexel.edu/urcfwiki/index.ph
p/URCF_Workshops_and_Talks 

 

• https://proteusmaster.urcf.drexel.edu/urcfwiki/index.ph
p/Introduction_to_Using_Picotte 

 

• https://drexel.edu/now/archive/2021/April/Drexel-
Names-New-Computing- Cluster-After-Historic-Alumna/ 

 

January 27, 2022 Introduction to Picotte 4 

https://proteusmaster.urcf.drexel.edu/urcfwiki/index.php/URCF_Workshops_and_Talks
https://proteusmaster.urcf.drexel.edu/urcfwiki/index.php/URCF_Workshops_and_Talks
https://proteusmaster.urcf.drexel.edu/urcfwiki/index.php/Introduction_to_Using_Picotte
https://proteusmaster.urcf.drexel.edu/urcfwiki/index.php/Introduction_to_Using_Picotte
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/
https://drexel.edu/now/archive/2021/April/Drexel-Names-New-Computing- Cluster-After-Historic-Alumna/


Picotte 
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Using Picotte 

• Login 

• Create or use installed program 

• Create job script 

• Submit the job script 

• View the result  
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Using Picotte: Login 

• Use Drexel’s Virtual Private Network (VPN) 

• Download Cisco Anyconnect VPN Client 

• Access https://vpn.drexel.edu 
• https://drexel.edu/it/help/a-z/VPN/ 

 

• Use SSH Program (Terminal app on Mac; OpenSSH, 
PuTTy, MobaXTerm on Windows; etc.) 
• SSH to picottelogin.urcf.Drexel.edu 
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Using Picotte: Login 
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Using Picotte: Create Job Script 

• https://proteusmaster.urcf.drexel.edu/urcfwiki/index.php/Writing
_Slurm_Job_Scripts 

 

• Start with #!/bin/bash 

• #SBATCH 
• Starting at the first character of line: 
• #SBATCH options: --partition, --mem, --time, --nodes  

• If not specified:  
• #SBATCH --nodes=1  

• #SBATCH --ntasks=1  

• #SBATCH --cpus-per-task=1  

 

• (If job script was made on Windows, use dos2unix) 
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SBATCH (cont.) 

• --mail-user=user@host  

• --account=bioworkshopPrj  

• -p, --partition=<partition_names> 
• Ex: --partition=def  

• -N, --nodes=numNodes 
• Ex: --node=16  

• -t, --time=hh:mm:ss 
• Ex: --time=24:30:30  

• --mem=size[units] 
• Ex: --mem=2GB  
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Using Picotte: Submit Job 

• sbatch jobscript.sh 

• Output = “Submitted batch job ___” 

 

• squeue (or squeue –u username) 
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Using Picotte: While the Job is Running 

• squeue – view all running jobs 

• sacct – get resource usage information after job 
(benchmarking) 

 
• module load slurm_util 

• sin ('sinfo --Node -o "%12N %.6D %4P %.11T %.4c %.8z %.8m 
%.8d %.6w %.8f %58E“’)  

• sacct_disk ('sacct -o 
"JobID%20,JobName,User,Account,Partition,NodeList,Elapsed
,State,ExitCode,MaxDiskRead,M axDiskWrite”’)  

• sacct_mem ('sacct - 
o 
"JobID%20,JobName,User,Account,Partition,NodeList,Elapsed
,State,ExitCode,ReqMem,MaxR SS, MaxVMSize"')  
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Using Picotte: View Results 

• .out and .err files 
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Job Array Results 

• As a for-loop in Slurm. 

• Each subjob is called an array task. 

• Each array task is an iteration. 

• All tasks have the same resource request 

• Array job scripts include “$SBATCH --array[0-N]” 
• N is the number of array tasks 
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Job Arrays (cont.) 

• #SBATCH --array=n[-m[:s]][%c] where:  

• n -- start ID 

• m--endID  

• s -- step size  

• c -- maximum number of concurrent tasks  

• (items in [] are optional) 

 

• Should also enable requeue for tasks to restart if they 
end unexpectedly  
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Important Environmental Variables 

• Slurm sets some environment variables in every script 
and begin with "SLURM_”: 

 

• SLURM_JOB_ID: Job ID 

• SLURM_CPUS_PER_TASK: Number of CPU cores requested 
per task of your job 

• SLURM_ARRAY_JOB_ID: Job Id of an array job 

• SLURM_ARRAY_TASK_ID: Index number of the current 
array task.  
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Storage 

• Scratch vs. Persistent 

 

• Local (scratch) 
• Small and fast -internal SSD or HDD on nodes 

• $TMP or $TMPDIR automatically created for each job; deleted 
at end of job 

• Path is TMP=/local/scratch/${SLURM_JOB_ID} 
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Storage (cont.) 

 

• BeeGFS(or Lustre) (parallelscratch) – 
• Big and fast; can handle parallel I/O, which means multiple 

reads/writes from different nodes can be done simultaneously 

• Downside is that it may underperform for small files 

• Paths begin with “/beegfs” 
• $BEEGFS_TMPDIR –per-job automatically created 

• You can also create your own directory, for example: 
/beegfs/scratch/myname 
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Storage (cont.) 

 

• NFS (persistent)  
• Big and slow(ish) -long term storage of research data, code 

• Paths begin with “/ifs” --different for every system 

 

• In general, avoid using NFS for any jobs, unless you’re not 
doing lots of I/O, such as writing occasional status 
information. 
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Thank you 

 

• For any questions or follow-up, please feel free to 
attend office hours (see weekly emails for details). 

• Recordings and presentations from past workshops, 
including Intro to Picotte/Slurm, are available at the 
wiki site (accessible through VPN): 
• https://proteusmaster.urcf.drexel.edu/urcfwiki/index.php/URC

F_Workshops_and_Talks 
 

• Credit to Hoang Oanh Pham for her previous work on 
this presentation for past webinars 
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